Assignment
ELL881/AIL821: Sem-I, 2024-25

Maximum Marks: 20

Due Date: November 14, Thursday, 11:59 pm

This assignment needs to be done INDIVIDUALLY. Do not plagiarize other’s code/report.
Include appropriate citations if you adapt code from any public sources or if you use methods
proposed in any publicly available work.

The goal of this assignment is to implement a knowledge graph-based retrieval-augmented generation
(KG-RAG) model for biomedical text generation tasks, based on the work by Soman et al. (2024),
and further enhance their proposed method. Your tasks include — (1) setting up the existing
KG-RAG framework, (2) exploring the potentials of some further improvement strategies, and (3)
documenting your implementation and results comprehensively.

1 Tasks

l. Repository Setup and Reproduction
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Figure 1: Framework for KG-RAG.
1. Access the repository at LLM2401-Assignment Repository.

2. Follow the setup instructions to execute the script run_gemini.sh, in the following
setting:

e Dataset: kg-rag/BiomixQA (MCQs).
e LLM: Gemini-1.5-flash for Disease Entity Extraction and Answer Generation. It

is free to use at an acceptable speed (please set up your API key by referring to
https://makersuite.google.com/app/apikey).



https://github.com/C-anwoy/LLM2401-Assignment
https://huggingface.co/datasets/kg-rag/BiomixQA
https://makersuite.google.com/app/apikey

3. Obtain the model outputs and the accuracy score on the test set.

Il. Implementation of Improvement Strategies

Query

Out of the given list, which Gene is associated with psoriasis and
Takayasu's arteritis.
Given list is: SHTN1, HLA-B, SLC14A2, BTBD9, DTNB
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Modification on KG-RAG

Based on the original KG-RAG pipeline,

Possible Post-processing Strategies:

Q Structure the retrieval text into json format

0 Append some prior knowledge as suffix after
the retrieved text

O Integrate these two together
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1. KG-RAG Based
"Genetic Associations": [

{"Gene": "SLC29A3", "Provenance": ["HPO"]},
{"Gene": "BCL11B", "Provenance": ["HPO"]},...

association is HPO...Disease polyarteritis nodosa and Provenance of
this association is NCBI PubMed.

- Provenance & Symptoms information is useless

- Similar diseases tend to have similar gene associations.
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lil. KG-RAG Based knowledge-enhanced

1. Implement the three improvement strategies, as shown in Figure 2, based on KG-RAG

Aggregation
"Diseases™: {
"Psoriasis™: {
"Genetic Associations": [
{"Gene": "SLC29A3", "Provenance": ["HPO"]},
- Provenance & Symptoms information is useless

- Similar diseases tend to have similar gene associations.
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V. Aggregation of Il and ifl

Figure 2: Three Improvement Strategies based on KG-RAG.



to see if better performance can be achieved in the same task setting.

2. Obtain the outputs of three improvement strategies and the accuracy scores on the test
set.

I1l. Report Writing

Prepare a comprehensive report detailing the motivation, implementation, and experiment
results of the base model and three improved models.

2 Submission Guidelines

Submit the following as a zip file. The name of the file should be in the format:

<Entry number> <Course_code> Al.zip (for example, 2023EEZ8463 ELL881 Al.zip). All sub-
missions must be done through Moodle. The assignment submission link will be available in
the Moodle course page before the submission deadline.

e Code: Submit all modified code files, along with necessary instructions for running them
(please include a README file for instructions on how to run your submitted code). Ensure
that the code is well-documented and reproducible.

e Model Outputs: Four csv files, including the outputs of KG-RAG and that with the three
improvement strategies.

e Report: The report should be no more than four pages in PDF format. It can include the
following sections: Introduction, Method, Implementation, Experiment Result. You can also
include any other section(s) based on how you want to present your work.

3 Evaluation Criteria

e Accuracy of Reproduction (20%): Clarity in replicating the results of KG-RAG.
e Implementation of Improvements (60%): Effectiveness of three modifications.

e Quality of the Report (20%): Clarity and completeness of the written report.
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